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Multilingual large language models have been increasingly popular for their proficiency in processing and
generating text across various languages. Previous research has shown that the presence of stereotypes and
biases in monolingual large language models can be attributed to the nature of their training data, which is
collected from humans and reflects societal biases. Multilingual language models undergo the same training
procedure as monolingual ones, albeit with training data sourced from various languages. This raises the
question: do stereotypes present in one social context leak across languages within the model? In our work, we
first define the term “stereotype leakage” and propose a framework for its measurement. With this framework,
we investigate how stereotypical associations leak across four languages: English, Russian, Chinese, and Hindi.
To quantify the stereotype leakage, we employ an approach from social psychology, measuring stereotypes
via group-trait associations. We evaluate human stereotypes and stereotypical associations manifested in
multilingual large language models such as mBERT, mT5, and GPT-3.5. Our findings show a noticeable leakage
of positive, negative, and non-polar associations across all languages. Notably, Hindi within multilingual
models appears to be the most susceptible to influence from other languages, while Chinese is the least.
Additionally, GPT-3.5 exhibits a better alignment with human scores than other models.
WARNING: This paper contains model outputs which could be offensive in nature.
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1 INTRODUCTION
Cultural stereotypes about social groups can be transmitted based on how these social groups
are represented, treated, and discussed within each culture [19, 23, 33]. In a world of increasing
cultural globalization, wherein people are regularly exposed to products and ideas from outside their
own cultures, people’s stereotypes about groups can be impacted by this exposure. For instance,
blackface is characterized as one of America’s first cultural exports, as the performance of American
minstrelsy shows in different countries popularized racist depictions of Black Americans within
those other cultures [38].
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Recently, the deployment of large language models has the potential to exacerbate the issue.
Large language models are becoming increasingly language-agnostic. For instance, models like
ChatGPT1 and mBART [22] can operate without being restricted to a specific language, handling
input and output in multiple languages simultaneously. This thus gives rising opportunities for
what we refer to as stereotype leakage, or the transmission of stereotypes from one culture to
another.

Stereotypes are abstract and over-generalized pictures drawn about people based on their group
membership, and these perceptions can be specific to each culture. Stereotype leakage within large
language models may export harmful stereotypes across cultures and reinforce Anglocentricism2.
Previous works [e.g., 10, 41] have highlighted the potential for language model outputs to change
users’ perceptions and behaviors. Stereotype leakage from large language models may further
entrench existing stereotypes among model users, as well as create new stereotypes that have
transferred from a different language. Therefore, in this work, we investigate the degree of stereotype
leakage within multilingual large language models (MLLMs) as a step toward understanding and
mitigating stereotype leakage for AI systems.

Large language models are currently the backbone of many natural language processing (NLP)
models. MLLMs are language models pre-trained with a large amount of data from multiple
languages so that they can process NLP tasks in various languages as well as cross-lingual tasks.
Recent MLLMs, such as GPT models [3, 31] designed for standalone applications and models
such as mBERT [26], XLM [20], mT5 [43], mBART [22], intended for use as back-end tools, show
satisfactory performance on NLP tasks across around 100 languages. One major advantage of
such models is that low-resource languages (languages with less training data) can benefit from
high-resource languages through shared vocabulary [20] and structural similarities (word-ordering
or word-frequency) [14].
Large language models are trained on existing language data, and even monolingual language

models have been demonstrated to replicate stereotypical associations present in the training
data. [6, 27, 28]. Thus, with the shared knowledge between languages in MLLMs, it is likely that
stereotypes may also leak between languages. Though LLMs are trained on language-based data
rather than culture-based data, languages reflect the stereotypes associated with the cultures they
represent. For the purpose of studying stereotypes in MLLMs, we divide the world according to
languages, with the understanding that a single language may reflect multiple cultures. Previously,
many works have examined Western stereotypes in English language models [e.g. 6, 27, 28],
whereas limited works have attempted to assess stereotypes in multilingual language models [e.g.
5, 15, 21] due to the complexity of stereotypes manifested in various cultures, limited resources,
and Anglocentric norms [37].

In this paper, we investigate the existence of stereotype leakage in MLLMs. We define stereotype
leakage as the effect of stereotypical word associations in MLLMs of one language impacted by
stereotypes from other languages. We conduct a human study to collect human stereotypes, adopt
word association measurement approaches from previous works [6, 18] to measure stereotypical
associations in MLLMs, and analyze the strength and nature of stereotype leakage across different
languages both quantitatively and qualitatively.
To test our hypothesis that there is significant stereotype leakage across languages in MLLMs,

we sample four languages: English, Russian, Chinese, and Hindi. We pick languages that come from
the Indo-European and Sino-Tibetan language families, ranging from high (English) to low-resource
1https://openai.com/chatgpt
2Anglocentrism is the practice of viewing and interpreting the world from an English-speaking perspective with the
prioritization of English culture, language, and values. Anglocentrism can lead to biases and neglect of global perspectives
and experiences.
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Fig. 1. The figure shows results of human annotations in English (EN), Russian (RU), Chinese (ZH), and Hindi
(HI) languages based on ABC model for the social group “Asian people”. It shows average scores across all
annotators per language.

(Hindi) languages3. We measure the degree of stereotype leakage between the four languages in
three MLLMs: mBERT, mT5, and GPT-3.54. Both mBERT and mT5 are back-end MLLMs. MT5 has
better multilingual performance than mBERT, whereas mBERT has more comparable monolingual
BERT models for the four languages. GPT-3.5 is one of the state-of-the-art MLLMs that has been
popularly deployed to users. With these, we examine the impact of human stereotypes from different
languages on stereotypical associations in MLLMs.

2 MEASURING STEREOTYPE LEAKAGE IN MLLMS
For each language, we aim to assess the degree of stereotype leakage from the other languages
to this target language in MLLMs. Specifically, we measure the effect of human stereotypes from
all four languages (𝐻𝑒𝑛, 𝐻𝑟𝑢 , 𝐻𝑧ℎ, 𝐻ℎ𝑖 ) on the target language’s MLLM stereotypical association
(𝑀𝐿𝐿𝑀𝑡𝑔𝑡 ), as shown in Equation 1. We also control the impact of the stereotypical association from
the target monolingual model (𝐿𝑀𝑡𝑔𝑡 ). However, since we can only find monolingual BERT model
for all four languages, we use these as proxies of 𝐿𝑀𝑡𝑔𝑡 for all MLLMs. We use a mixed-effect model
to fit the formula and calculate the effect. If the coefficient of a variable is positive and has a p-value
of less than 0.05, then the variable has a significant effect on 𝑀𝐿𝐿𝑀𝑡𝑔𝑡 . If there are significant

3High-resource languages are languages that have more training data available, while low-resource languages have less.
4Both the code and the dataset, along with a datasheet [9], are available under a MIT licence at: https://github.com/AnnaSou/
Stereotype_Leakage.
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powerless ↔ powerful
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n untrustworthy ↔ trustworthy

low status ↔ high status religious↔ science-oriented dishonest ↔ sincere
dominated ↔ dominating conventional ↔ alternative cold ↔ warm

poor ↔ wealthy conservative↔ liberal benevolent↔ threatening
unconfident ↔ confident traditional↔ modern repellent ↔ likable
unassertive ↔ competitive egotistic ↔ altruistic

Table 1. List of stereotype dimensions and corresponding traits in the ABC model [17].

effects from a non-target language’s human stereotypes, then there is potential stereotype leakage
from this non-target language to the target language.

𝑀𝐿𝐿𝑀𝑡𝑔𝑡 = 𝛼𝑒𝑛𝐻𝑒𝑛 + 𝛼𝑟𝑢𝐻𝑟𝑢 + 𝛼𝑧ℎ𝐻𝑧ℎ + 𝛼ℎ𝑖𝐻ℎ𝑖 + 𝛽𝐿𝑀𝑡𝑔𝑡 +𝐶 (1)

In the following section, we discuss how we measured each of the variables.

2.1 Stereotype Measurement
In this paper, we measure stereotypes through group-trait associations with traits from the Agency
Beliefs Communion (ABC) model of stereotype content [16]. The model consists of 16 trait pairs
(each pair represents two polarities) that are designed to characterize group stereotypes along the
dimensions of agency/socioeconomic success, conservative–progressive beliefs, and communion,
as listed in Table 1.
If a group (e.g. “immigrant”, “Asian person”) has a high degree of association with a trait (e.g.

religious, confident), then we consider that trait a stereotype of the group. For example, Figure 1
is the stereotype map of the group “Asian people” collected from our human study across the four
languages that we study.
For the groups, we picked 30 groups listed in Table 2: 10 shared groups with shared stereotypes

(groups that are present in all four countries and are expected to be targeted by similar stereotypes),
8 shared groups with non-shared stereotypes (groups that are present in all four countries but expected
to be targeted by dissimilar stereotypes), and 12 non-shared groups (groups that exist uniquely
in each country). For shared groups, we manually selected groups from the list of social groups
from [6]. To collect non-shared groups, we conducted a survey among native speakers. For each
language, we asked 6 native speakers to list 5 − 10 social groups that they believe are unique to
their culture. We then chose 3 social groups per language based on the outcome of the majority
vote.

In our human study, we further verify that each group matches the property of its category. To
illustrate, stereotypes of groups in the first category exhibit an average correlation score of 0.60
across languages. In contrast, groups in the second and third categories demonstrate progressively
lower correlation scores of 0.50 and 0.26, respectively.

2.1.1 Human stereotypes. To collect human stereotypes, we conduct a human study on Prolific5 for
each of the four languages with native speakers of the respective languages who lived or still live
in the United States, Russia, China, and India6. In the survey, participants are first asked to mark at
least 4 social groups that they feel they are familiar with. Then they are asked to rate the group-trait
associations of 4 social groups from their list of familiar groups. All surveys are in the respective
languages translated by native speakers. For shared/shared and shared/non-shared groups, we

5https://www.prolific.co/
6Approved by our institutional IRB, #1724519-3.
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Category Groups

Shared/ Shared man, woman, gay, lesbian, single mother, housewife, software engineer, wealthy
person, poor person, disabled person

Shared/ Non-shared Asian person, Black person, Muslim person, immigrant, government official, civil
servant, feminist, veteran

Non-shared/ Non-shared USA: Texan, Mormon, Puerto Rican
Russia: VDV soldier, Muscovite, Chechenets
China: migrant worker, Hui person, Shanghainese person
India: Brahmin person, Gujarati person, Shudra person

Table 2. Categories and corresponding social groups were used for the model and human experiments.
“Shared/Shared” represents shared groups and shared stereotypes. “Shared/Non-shared” represents shared
groups and non-shared stereotypes. “Non-shared/Non-shared” represents non-shared groups and non-shared
stereotypes.

collect at least 5 participants’ annotations per group per language. For non-shared groups with
non-shared stereotypes, we collect at least 5 annotations for the language they originate from, with
no minimum limit of annotations for other languages. See Appendix A for the survey details and
participant demographics.

2.1.2 Model stereotypical associations. To measure stereotypical group-trait associations in large
language models, we adopt different approaches for different MLLMs. For mT5, we use the increased
log probability score (ILPS) [18], which computes the likelihood for the model to generate a trait
given a templated sentence about a group. For example, 𝑝 (competent|“Asian people are .”)
indicates the correlation between competent and “Asian people”.

For mBERT, we use the sensitivity test (SeT) [6], which is shown to have better alignment with
human stereotypes [6]. It measures how much the model weights would have to change in order to
have the trait be the most likely generated words given a templated sentence about a group. SeT
captures the model’s confidence in predicting the trait given the group.

In evaluating GPT-3.5, we analyze the model in a generative context, which is its designated use
case. For each group, we measure its association with various traits through pairwise comparisons.
We prompt the model to generate a story about the group centered around one of the traits from the
trait pairs. We utilize the following prompt in English and request translations into Russian, Chinese,
and Hindi from native speakers to assess the model across different languages. For each group and
trait pair, we query the model ten times and compute the normalized probability score for each trait.
Subsequently, we average the trait scores from all trait pair comparisons to establish the group-trait
association score. Our experimentation employs the gpt-3.5-turbo-0125 model. Notably, we observe
a tendency in the GPT model to favor positive traits (e.g., powerful, trustworthy) over negative
traits (e.g., powerless, untrustworthy). To ensure equitable comparisons, we juxtapose positive
traits with positive ones and negative traits with negative ones.

prompt sys = “You are a writer.”
prompt = “You are writing about [GROUP]. Before writing, think about what theme you
want to pick. You can choose either ‘[TRAIT1]’ or ‘[TRAIT2]’ as your theme. You can
also choose ‘neither’ if you think neither of these themes fits. Note that you can choose
only one theme. Output the exact name of the theme only, without any punctuation.”

When processing the outputs of GPT-3.5, we employ an exact match criterion to assign scores to
traits. For traits comprising sub-tokens, we sum the log probabilities of the sub-tokens to determine
the trait’s score. In instances where outputs do not precisely match the traits in the prompt, we

Publication date: May 2024.
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have them manually processed by native speakers of the respective language. Throughout this
process, we consistently observe system failures or the generation of stereotypical outputs for
marginalized groups. Notably, for certain groups like “feminist” and “Muslim person” in Chinese,
the model often disregards the prompt and simply outputs the group name. Moreover, in some
cases, the model alters the trait specified in the prompt. For example, it changes dominating to
dominated for “disabled person” in English or poor to wealthy for “migrant worker” in Russian.
Additionally, the model may overlook the traits provided in the prompt and generate stereotypical
traits instead. For instance, in Russian, it generates rape and patriot for “Puerto Rican” or cowboy
for “Texan”. These occurrences can potentially cause both representational and quality of service
harm to stakeholders of the model. While we do not explicitly analyze these patterns, we believe it
is imperative for future research to thoroughly investigate them.

3 STEREOTYPE LEAKAGE AND ITS EFFECTS
In this section, we present our quantitative and qualitative results of the assessment of stereotype
leakage across languages in MLLMs. We study the extent to which human stereotypes from the
four languages are represented in the respective languages in MLLMs’ stereotypical associations.

3.1 Quantitative Results
We compute the stereotype leakage across languages within three MLLMs based on Equation 1.
The findings are presented in Figure 2, illustrating the extent to which stereotypical associations in
the target language model are influenced by human stereotypes present in the culture associated
with the source language. For example, in Figure 2, we observe that within GPT-3.5, stereotypical
associations in the English language (target language) are influenced by human stereotypes from
two distinct source languages: Russian and Hindi. This observation suggests the presence of
stereotype leakage within the GPT-3.5 model.

In our analysis of mBERT, we observe significant leakages of stereotypes from Hindi to English
and Chinese with coefficients of 0.02 (𝑝 = 0.009) and 0.06 (𝑝 = 0.00), respectively. We also
observe English human stereotypes manifesting in mBERT Hindi with a coefficient of 0.02 (𝑝 =

0.048). Within the mT5 model, we find two significant stereotype leakages, both of which are
leakages targeting Hindi. Russian and Chinese human stereotypes manifest in mT5 Hindi with
coefficients of 0.02 (𝑝 = 0.047) and 0.06 (𝑝 = 0.00), respectively. For GPT-3.5, we observe the most
significant stereotype leakages across languages, totaling seven. We see most stereotypes leaking
from English to all three other languages. The largest flows are from English to Chinese and Hindi,
with coefficients of 0.02 (𝑝 = 0.00). Meanwhile, all languages are prone to be affected by leakages
from other languages. Overall, we observe that GPT-3.5 is the model most affected by human
stereotypes, encompassing both stereotype leakages and stereotypes originating from the target
language itself.

Moreover, among all languages, Hindi experiences the highest degree of stereotype leakage — it
has four cases of significant stereotype leakage from other languages across three MLLMs. Since
Hindi is the only low-resource language we tested, this might explain why it absorbs stereotypes
from other languages. Both Chinese and English languages have three leakages across the models.
The Chinese language has leakages from all three other languages, while the English language has
the most leakage from Hindi. The Russian language has two significant leakages from English and
Hindi.

Finally, we report the coefficients of effects from monolingual language models (𝐿𝑀𝑡𝑔𝑡 ) in Table 3.
All the effects are statistically significant and are stronger than the effects from human stereotypes.
This is not surprising because monolingual language models and multilingual language models
share similar training data and model structures.

Publication date: May 2024.
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Fig. 2. The figures show stereotype leakages for three models: mBERT, mT5, and GPT-3.5 respectively. Each
figure illustrates the flow from the human source language (the left column) to the target language in a
particular model (the right column). If no flow for a particular language is presented, this means that no
significant leakage is happening.

Monolingual BERT EN RU ZH HI
mBERT 0.33 0.29 0.17 0.08
mT5 0.10 0.45 0.14 0.14

GPT-3.5 0.07 0.05 0.05 0.06
Table 3. Mixed-effect coefficients of monolingual BERTs in the respective languages contributing to the
same languages in multilingual language models. All of the effects are statistically significant. Note that the
coefficients are not comparable across multilingual language models as the score ranges are different.

3.2 Qualitative Results
Moving forward, we delve into the specific stereotypical associations that leak from one language
to another, considering the potential implications of such strengthened associations. We focus
on the GPT-3.5 model, in which we observe the most leakage from human stereotypes. Within
each source-target language pair, which has significant stereotype leakage according to our results
above, and for each group, we scrutinize the group’s most associated traits from GPT-3.5 in the
target language that are not deemed associated with the group according to human stereotypes
of the target language but align with human stereotypes of the source language. Our analysis
reveals two primary types of leakages: the amplification of positive and negative representations
for certain languages. In other words, we observe the leakage of negative stereotypes, alongside
instances where certain groups acquire more positive representations. Additionally, we identify
non-polar leakages, characterized by neither positive nor negative representations.

3.2.1 Positive Leakage. According to human annotation, “Asian people” are more positively per-
ceived in English language than in Russian. We observe the strengthening of such traits in GPT-3.5
Russian language as wealthy, likable, and high status. Moreover, “housewives” become more
warm in English following leakages from Russian and Hindi. “Black people” are more powerful,
modern, confident, and wealthy in the English language following leakage from Hindi. Another
example of the leakage of positive perceptions is for “gay men” and “lesbians” from English to
other languages. Traits such as likable, confident, warm, dominant, sincere, and powerful
become stronger in Russian, Chinese, and Hindi.

Publication date: May 2024.
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3.2.2 Negative Leakage. On the other hand, there are negative stereotypes that leak across lan-
guages. From “feminists”, we observe a leakage from English to Chinese and Hindi and from Russian
to Chinese of such stereotypical associations as egoistic, threatening, repellent, and cold,
while, for instance, in the human data in Hindi this group is perceived as warm.

Another example is “immigrants”. FromRussian and English languages, traits such as threatening,
repellent, dishonest, egoistic, and unconfident leak to Chinese and Hindi. Based on hu-
man data, we found that people surveyed in Chinese view this group quite favorably since the
majority of immigrants to China are highly qualified professionals [32]. In Russia, immigrants are
mostly coming from poorer neighboring countries and are negatively stereotyped in society, while
in the U.S., immigrants are diverse and could be both marginalized or privileged.
Moreover, there is a notable leakage from English to Chinese and Hindi for “Black people” for

traits dominated and poor. This aligns with known stereotypes about African Americans and
Africans in U.S. society [2, 8, 24].

3.2.3 Non-polar Leakage. There are also non-polar leakages, which are neither positive nor nega-
tive. From Hindi to English and Russian, we see the strengthening of religious for various groups
such as “women”, “disabled people”, “Black people”, and “Asian people”. It has been shown that
there are more than 70.00% believers of the total population in India as of 2011[34].

3.2.4 Non-shared Groups Leakage. In the case of non-shared groups, we expected uni-directional
transferring of the groups’ perceptions from the language of origin to other languages. Our findings
confirm this hypothesis. For example, the group “VDV soldiers” is a widely known military unit
in Russia. There are strong stereotypes in Russian society about this group, but the group is
mostly unknown to Americans. Out of the 34 survey English survey respondents who passed
the quality tests, no one chose this group as a familiar one. This group’s representation leaks
from Russian to English, strengthening traits such as confident, traditional, competitive,
and threatening. Another example is “Hui people”, a group widely unknown to Russian and
Hindi society: out of 76 respondents for both surveys, no one chose this group as the familiar
one. This social group is a minority in China and is composed of Chinese-speaking followers of
Islam. Originally, “Hui people” are marginalized in China and viewed as more traditional, religious,
and conservative [12, 13]. Accordingly, we observed the leakage of such traits as irrational,
traditional, threatening, repellent, religious, and egoistic. All groups specific to
the Hindi language — “Gujarati, Brahmin”, and “Shudra people” — have certain traits leaking
to the English and Russian languages. For example, high caste groups (“Gujarati” and “Brahmin
people”) strengthen such positive traits as wealthy, likable, sincere, powerful, high
status, competitive, and confident. In addition, “Brahmin people” become more associated in
GPT-3.5 with traits poor, low status, powerless, traditional, religious, and dominated.
This leakage corresponds to the perception of these groups in Indian society and by our survey
respondents [25, 42].

3.2.5 Discussion. The amplification of negative stereotypes is certainly a cause for concern. These
stereotypes, often deeply ingrained in societal narratives, can perpetuate discrimination and preju-
dice. Conversely, while positive stereotypes might seem harmless or even beneficial at first glance,
they can also be problematic. In some contexts, positive stereotypes may serve to counterbalance
negative ones, creating what is known as an anti-stereotype effect. This can be useful in mitigating
some of the harms caused by negative stereotypes.

However, positive stereotypes, such as the notion that “Asian people” are wealthy or “housewives”
are warm, can also lead to unrealistic expectations and pressures. For instance, not all Asian people
are wealthy, and assuming so can ignore the diverse economic realities faced by individuals within

Publication date: May 2024.
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this broad demographic. Similarly, the stereotype that housewives are inherently warm can enforce
restrictive roles based on gender.

The leakage of stereotypes is particularly troubling for certain applications, including education
and creative content generation. These fields heavily influence public perception and personal
development, making the integrity of the content they deliver crucial. Systems built for these
applications with MLLMs must be particularly cautious of the stereotype leakage effect. It is
essential for developers to implement strategies that actively mitigate the harmful leakage effects.

4 CONCLUSION & LIMITATIONS
Multilingual large language models have the potential to spread stereotypes beyond the societal
context they emerge from, whether by generating new stereotypes, amplifying existing ones, or
reinforcing prevailing social perceptions from dominant cultures. In our work, we demonstrate
that this concern is indeed valid. To do so, we establish a framework for measuring the leakage
of stereotypical associations in multilingual large language models across languages. Overall, we
find that the stereotype leakage occurs bidirectionally meaning that when one language transmits
stereotypes to others, it likely receives some stereotypes from other languages as well. We also
observe the most stereotype leakage effect within the GPT-3.5 model. Within the GPT-3.5 model,
we observe the strengthening of positive, negative, and non-polar associations in the model. In
addition, our study underscores the role of “native” languages in framing social groups unknown
to other linguistic communities. Such leakage of stereotypes amplifies the complexity of societal
perceptions by introducing a complex interconnected bias from different languages and cultures. In
the context of shared groups, stereotype leakage may manifest as the manifestation of stereotypes
that were not previously present within the cultural setting of a particular group. In the case of
non-shared groups, stereotype leakage can extend the reach of existing stereotypes from the source
culture to other cultural contexts.
To our knowledge, we are the first to introduce the concept of stereotype leakage across lan-

guages in multilingual LLMs. We propose a framework for quantifying this leakage in multilingual
models, which can be easily applied to unstudied social groups. We show that multilingual large
language models could facilitate the transmission of biases across different cultures and languages.
We demonstrate the existence of stereotype leakage within MLLMs, which are trained on diverse
linguistic datasets. As multilingual models begin to play an increasingly influential role in AI
applications and across societies, understanding their potential vulnerabilities and the level of
bias propagation across linguistic boundaries becomes important. As a result, we lay the ground-
work for advancing both the theoretical comprehension of multilingual models and the practical
implementation for bias mitigation in AI systems.

Limitations. Our work has several limitations. First, we are limited in our ability to run a
causal analysis because none of the studied languages can be easily removed from the training
data to see their genuine impact on stereotypical associations in other languages. Retraining
GPT-3.5, for instance, is not a feasible option. Thus, we use BERT monolingual model as a proxy
for each language. In addition, stereotype traits were selected based on the ABC model, which
was developed and tested using U.S. and German stereotypes. Though we translated our surveys
into all four languages, the stereotype traits may better reflect Anglocentric stereotypes [37] than
others. Furthermore, the human stereotypes we collected may already reflect the influence of
social stereotype transmission. For instance, in our study, we surveyed crowd workers about their
consumption of U.S. social media. We found that, on average, 39% of respondents from Russia, China,
and India engage with U.S. social platforms. Such American cultural dominance could potentially
affect the human stereotypes collected in these three languages. Lastly, while we indirectly consider

Publication date: May 2024.
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culture through survey results on associations, we do not measure or account for culture in a
comprehensive manner. Our English language survey results only apply to the U.S., Russian to
Russia, Chinese to China, and Hindi to India. Lastly,
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A HUMAN STUDY
We followed the same approach as in [6] to collect human stereotypes. Participants first read
the consent form, and if they agreed to participate in the study, they saw the survey’s instruc-
tions. For each social group, participants read in their respective language, “As viewed by Ameri-
can/Russian/Chinese/Indian society, (while my own opinions may differ), how [e.g., powerless,
dominant, poor] versus [e.g., powerful, dominated, wealthy] are <group>?”.
They then rated each trait pair on a −50-50 slider scale representing the two poles of the

trait pair (e.g. powerless and powerful). Each social group was shown on a separate page, and
participants could not go back to previous pages. To avoid social-desirability bias, the instructions
explicitly stated that “we are not interested in your personal beliefs, but rather how you think people
in America/Russia/China/India view these groups.” Each participant was paid $2.00 to rate 5 social
groups on 16 pairs of traits and on average participants spent about 10 minutes on the survey. This
resulted in a pay of $12.00 per hour. Maryland’s current minimum wage is $12.207. This study
received the IRB approval.

7https://www.minimum-wage.org/maryland
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A.1 Quality Assurance
Collecting high-quality data in subjective tasks is challenging since no ground truth exists. We
followed the same quality control procedure as described in [6]. Only crowd workers with an
approval rate exceeding 90% were eligible to participate in the survey. Each crowd worker had to
successfully pass 4 test questions in order for us to use their annotation8.

For each group, we collected at least 5 annotations that met our quality threshold. We collected
annotations from a total of 286 participants, out of which 151 successfully passed the quality tests.
We had 34 participants that passed the quality tests for the English language, 36 for Russian, 41 for
Chinese, and 40 for Hindi. This indicated the significance of having such tests in place.

A.2 Participant Demographics
We collected participants’ demographic information including gender, age, education level, and
(for non-English speakers) information about how frequently they read American social media.
Participants could refrain from providing answers to any of these questions. After averaging the
gender distribution across all languages: men 0.49, women 0.45, non-binary/transgender/gender
fluid 0.05, and the rest of the participants preferred not to answer. Educational level was similar
across non-English speaking respondents. On average, 0.36 percent of respondents held a bachelor’s
degree, master’s degree 0.32 percent, Ph.D. 0.07, and the rest of the participants either preferred
not to answer or held one of the following: associate degree, less than high-school graduate,
professional degree (JD, MD, DVM, etc.). We didn’t have English-speaking respondents with a
Ph.D., the percentage with a master’s degree was lower (0.29), and the number of high-school
graduates or equivalent was higher (0.35).

For the English survey, the biggest ratio of annotators lived in Texas 0.15, 0.09 for California and
New York. The rest is distributed among 25 states.
Age distribution for participants from all countries was more skewed towards younger people:

on average, 0.42 percent were between 18 and 30 years old, 0.33 were between 31 and 40 years
old, and the rest were older than 40. The youngest participant was 18 years old and the oldest
participant was 72 years old.
Participants in the Russian survey were the ones who read American media most frequently:

0.44 read it regularly compared to 0.35 and 0.28 percent for Hindi and Chinese respectively. On
average, 0.39 respondents read American media from time to time. Around 0.05 never read the
media.

All approved participants stated that they are fluent in the surveys’ languages.

B RELATEDWORKS
The majority of studies on stereotypes in multilingual large language models (MLLMs) cover gender
biases and use pairs of sentences translated into the subject languages [1, 4, 15, 36, 39, 40]. There
are works, which use bias-prompting techniques and study how biases are expressed in different
languages compared to English in domains of race, religion, ethnicity, and nationality [5, 21].
According to Levy and colleagues [21], various languages result in distinct manifestations of biases.
Camara and colleagues [5] propose a framework to measure uni-sectional and intersectional biases
across models trained on sentiment analysis tasks. There is work that compares how linguistically
fair across different languages are multilingual models [7]. Zhao and colleagues [44] analyze bias in
multilingual word embeddings and create a dataset in four languages. Numerous studies have put
forth multilingual datasets for a wide range of tasks. Another work introduces a template-based
anti-reflexive bias challenge dataset for Danish, Swedish, Chinese, and Russian languages that all

8All participants were paid regardless of the quality check results.

Publication date: May 2024.



14 Cao and Sotnikova, et al.

have anti-reflexive gendered pronouns [11]. Shi and colleagues developed a benchmark dataset for
arithmetic reasoning in 10 languages and showed that large pre-trained language models such as
GPT3 are capable of performing multi-step reasoning across multiple languages [35]. There is the
CrowS dataset of sentence pairs in English for measuring bias in masked language models [29] and
its extension to French language [30].

Publication date: May 2024.
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