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Large Language Models (LLMs) are increasingly used for accessing information on the web. Their truthfulness and factuality are thus of
great interest. To help users make the right decisions about the information they’re getting, LLMs should not only provide but also help
users fact-check information. In this paper, we conduct experiments with 80 crowdworkers in total to compare language models with
search engines (information retrieval systems) at facilitating fact-checking by human users. We prompt LLMs to validate a given claim
and provide corresponding explanations. Users reading LLM explanations are significantly more efficient than using search engines
with similar accuracy. However, they tend to over-rely the LLMs when the explanation is wrong. To reduce over-reliance on LLMs, we
ask LLMs to provide contrastive information—explain both why the claim is true and false, and then we present both sides of the
explanation to users. This contrastive explanation mitigates users’ over-reliance on LLMs, but cannot significantly outperform search
engines. However, showing both search engine results and LLM explanations offers no complementary benefits as compared to search
engines alone. Taken together, natural language explanations by LLMs may not be a reliable replacement for reading the retrieved
passages yet, especially in high-stakes settings where over-relying on wrong AI explanations could lead to critical consequences.
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1 INTRODUCTION

Imagine you are told a claim about Neptune: “Only one spacecraft has visited Neptune and it has more than 13 moons.”

and you want to verify whether it is factual. What would you do—looking up relevant pages from search engines or
asking ChatGPT for its take? This is not just a question of checking a piece of trivia; our information ecosystem depends
on people being able to check the veracity of information online. Misinformation, whether accidental or deliberate, has
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2 Si et al.

Claim: Only one spacecraft has visited the planet and Neptune has more than 13 moons.

ChatGPT Explanation:

Yes, the claim is true. According to the evidence from 
Wikipedia, only one spacecraft, Voyager 2, has visited 
Neptune. It flew by the planet on August 25, 1989, and 
remains the only spacecraft to have visited Neptune. 
Additionally, Neptune has more than 13 moons. It has a 
total of 14 known moons, with Triton being the largest 
and most massive moon.

Retrieved Passage #1: 

The spacecraft performed a near-encounter with the moon 
Nereid before it came within 4,400 km of Neptune’s 
atmosphere on 25 August, then passed close to the planet’s 
largest moon Triton later the same day. The spacecraft 
verified the existence of a magnetic field surrounding the 
planet and discovered that the field was offset from the centre 
and tilted in a manner similar to the field around Uranus...

Contrastive Explanation - Supporting: 

The claim is true based on the evidence from Wikipedia. 
The evidence states that only one spacecraft, Voyager 2, 
has visited Neptune. It flew by the planet on August 25, 
1989, and remains the only spacecraft to have visited 
Neptune. Additionally, the evidence mentions that Neptune 
has 14 known moons, including Triton, which is the largest 
Neptunian moon. Therefore, the claim that only one 
spacecraft has visited the planet and Neptune has more 
than 13 moons is supported by the evidence.

Contrastive Explanation - Refuting: 

The claim is false. According to the evidence from Wikipedia, 
the spacecraft Voyager 2 visited Neptune on August 25, 
1989. The evidence states that there have been discussions 
and proposals for future missions to Neptune, including an 
orbital mission and a flyby spacecraft. Therefore, it is clear 
that more than one spacecraft has visited Neptune. 
Furthermore, the evidence also mentions that Neptune has 
14 known moons, contradicting the claim that it has more 
than 13 moons.

Fig. 1. An example of the claim to be verified and the corresponding ChatGPT explanation, retrieved passages (abridged), and
contrastive explanation. Note that the claim is true and the refuting explanation contains factual errors and reasoning contradiction.

the potential to sway public opinion, influence decisions, and erode trust in credible sources [10, 24]. Moreover, the
wide adoption of large language models like ChatGPT increases the danger of misinformation, both by malicious actors
and models generating inadvertent hallucinations [28].

Consequently, the task of verifying the factual accuracy of information has taken on great importance. Fact-checking
claims is a well-established task in the field of natural language processing (NLP) [16, 39]. However, automated fact-
checkers are far from perfectly accurate and reliable, and they are only useful when users trust their predictions [26].
Building that trust and providing effective help is crucial: a team without trust leads to suboptimal human-AI team
performance, while over-trusting wrong AI predictions could lead to catastrophic failures in high-stakes applications.
Therefore, in real-life applications, we care about the AI-assisted human accuracy on fact-checking, rather than
evaluating and improving automated fact-checkers alone [35].

The two major types of tools for helping human users (many of which are non-expert fact-checkers) are retrieval
and explanation [26], exemplified by the widely-used web search engines (e.g., Google) and generative language models
(e.g., ChatGPT) respectively. Showing retrieved passages to users has long been established as an effective information-
seeking tool [25, 42]. In contrast, the usefulness of generative explanations on fact-checking remains understudied.
On the one hand, competent generative models (especially LLMs) can generate fluent and convincing-looking natural
language explanations that not only provide an answer (i.e., whether the claim is true or false), but also elucidate the
context and basis of its judgment. On the other hand, these models are prone to hallucinations [23, 25], so the users are
frequently left to their own devices.

In this work, we conduct human-subject experiments to study whether language models can assist fact-checking. To
contextualize the effectiveness of explanations against search engines, we compare themwith retrieval models mimicking
Manuscript submitted to ACM
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a search engine experience, and experiment with ways where retrieved passages can be paired with explanations,
aiming to provide a practical guide to users on what is the most helpful tool. We base our evaluation on the FoolMeTwice
claim verification dataset (described in detail in Section 4.1), where the claims are crowdsourced and gold evidence
from Wikipedia is collected [8]. We ask participants to verify whether the claim is factually true or false, and Figure 1
shows an example to illustrate the explanation and retrieved passages that we present to participants in the study.

Our study reveals that showing explanation and retrieved passages lead to similar human accuracy (74% and 73%
respectively) on difficult-to-verify claims (59% without AI assistant), but reading natural language explanations is
significantly faster (1.01 min/claim vs 2.53 min/claim). However, humans over-trust ChatGPT explanations where they
agree with the explanation most of the time, even when the explanation gives a wrong answer.

To combat the issue of over-reliance on natural language explanations, we explore two improvements: 1) contrastive
explanations—present both supporting and refuting arguments generated by ChatGPT to the user, and 2) combining
retrieval and explanation. Both methods significantly reduce over-reliance on wrong AI explanations, however, they
do not show a significant gain in user fact-checking accuracy compared to just showing users the retrieved passages.
Overall, our work underscores the potential benefit and danger of natural language explanations as a tool in the battle
against misinformation. We reveal their efficiency in saving time, but at the same time the difficulty of combatting
over-reliance and the redundancy when combining retrieval and explanation. Turning back to the question of what
should users do to verify factuality: taking a longer time to read the retrieved passages is still the more reliable way!

2 RELATEDWORK

2.1 Fact Checking

Fact checking is a well-established task in natural language processing where the typical task format is to input
evidence text (e.g., retrieved from Wikipedia) and the claim to the model and output a label of support or refute
(or sometimes a third class of not enough information) [38, 42]. Abundant datasets have been collected for training
and evaluating automatic fact-checking models, such as FEVER [16, 34, 39], SciFact [43]. Various techniques have
been proposed to improve the fact-checking pipeline, such as locating the most relevant evidence snippets from long
retrieved documents [22], breaking complex claims into atomic sub-claims [18, 25], or synthesizing summaries for
retrieved passages [9]. Unlike this line of work, which primarily concerns with developing and improving automated
fact-checking systems, our work aims to study how to help humans check facts with the aid of large language models.

2.2 AI Explanation

Explanations have been long sought as a useful tool to help users, not only in understanding AI predictions [21], but
also aiding them in calibrating their reliance on these predictions [5]. A thread of work in explainable AI (XAI) attempts
to generate useful explanations in various formats [45], such as highlighting [33] , feature importance [32], free-text
rationales [7], and structured explanations [20]. As the end goal of explanations is to aid humans in decision-making
tasks, several work in XAI literature has focused on human-centered evaluation of explanations [30]. This line of work
has reported mixed results on the utility of AI explanations—some work find that explanations can support human-AI
decision-making by exceeding both human-alone or AI-alone performance [3, 11], whereas some other work find that
explanations lead to worse human-AI performance [1, 2, 44].

Fok and Weld [13] argue that to facilitate complementary human-AI decision-making, explanations must aid users in
verifying the AI prediction to yield truly complementary human-AI performance. Explanations targeting verifiability
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have indeed shown promising avenues in human-AI collaborations [11, 15, 41]. Closest to our work, Feng and Boyd-
Graber [11] evaluated human-AI collaborative Quizbowl question answering and compared the effectiveness of showing
retrieved passages, highlighting, and showing multiple guesses made by the system. This previous work used only a
retrieval component, while our new approach allows us to directly compare ChatGPT generated explanations (in the
form of free-text rationales) with retrieved passages for aiding claim verification and explore whether natural language
explanations and retrieved evidence yield complementary benefits. Joshi et al. [17] study free-text explanations in
question-answering setting: their rationales do not help users much, especially when the rationales are misleading.
In contrast to their work, we contrast model-generated explanations with passages retrieved from external sources
(Wikipedia).

2.3 Trust Calibration and Over-Reliance

Existing work has identified the issue of human over-reliance on AI predictions, where humans tend to trust AI
predictions even when they are wrong [6, 19]. A growing line of work attempts to mitigate such over-reliance, for example
by providing explanations [2, 41, 47], communicating model uncertainty [31, 37], showing AI model accuracy [46],
and prompting slow thinking [4] to help users calibrate their trust. Our work also contributes to this line of work by
revealing the over-reliance issue in the fact-checking application. We propose new ways of potentially combatting
over-reliance including contrastive explanation and combining explanation with retrieval.

3 RESEARCH QUESTIONS

To understand the comparative advantages of retrieval and explanation in human fact verification, we pose the following
research questions:

• RQ1: Are natural language explanations more effective than retrieved passages for human fact-checking?
• RQ2: Can contrastive explanations—arguing for or against a fact being true—mitigate over-reliance and be more
effective than non-contrastive explanations?

• RQ3: Are there complementary benefits in presenting both natural language explanations and retrieved passages?

We investigate these questions through a series of human studies: we show participants claims that need to be
verified, potentially aiding them with different pieces of evidence. This is a between-subjects study; thus, we vary the
evidence presented to participants in different conditions:

• Baseline: We show users only the claims without any additional evidence.
• Retrieval: We show the top 10 paragraphs retrieved from Wikipedia along with the claim to be verified.
• Explanation: We show the ChatGPT explanation along with the claim.
• Contrastive Explanation: We present users ChatGPT’s supporting and refuting arguments side by side, as
illustrated in Figure 2.

• Retrieval + Explanation: We present both the retrieved passages as well as the (non-contrastive) natural
language explanations to users.

In the Explanation and Retrieval + Explanation conditions, the ChatGPT prediction on whether the claim
is true or false is part of the explanation, and users need to decide whether to trust the AI prediction. In the other
conditions, users only see the evidence but not a direct AI prediction.
Manuscript submitted to ACM
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4 STUDY DESIGN OVERVIEW

4.1 Task and Data

We ask human annotators to look at claims and decide whether it is true or false. For this purpose, we use the
FoolMeTwice dataset [8], where all claims are written by human crowdworkers. We pick this dataset over other claim-
verification datasets because FoolMeTwice is adversarial: the author writes claims based on Wikipedia to maximally
fool another set of annotators whose task is to verify these claims. This ensures that all the claims are challenging and
hard to verify, mimicking potential real-world fake news arms race. Each claim in the dataset comes with a set of gold
evidence, used by the claim writers and is guaranteed to provide sufficient evidence for verification.

For our human studies, we obtain a test set by randomly sampling 200 claims where half are true and half are false.
To ensure that the claims we select are sufficiently comples, we only sample claims with at least two different sentences
from Wikipedia. The sampled claims come from diverse domains including Geography, Literature, Science, History,
Popular Culture, Technology, Music, and Sports.

4.2 Measured Variables

For each claim, we ask for the participant’s binary decision of whether they think the claim is true or false. We measure
the accuracy of human decisions given that we know the gold labels of these claims. We also ask for the participant’s
confidence in their judgment on a scale of 1 to 5, and record the time used for verifying each claim. Apart from these
quantitative variables, we ask for a free-form response of how the annotator makes their judgments.

4.3 Retriever

For the Retrieval and Retrieval + Explanation conditions, we show users the most relevant passages from credible
sources to aid their verification of the claims. For this purpose, we use a passage retriever to retrieve paragraphs from
Wikipedia. Specifically, we adopt a similar retrieval setup as [25], where we use the state-of-the-art Generalizable
T5-based Retriever (GTR-XXL), an unsupervised dense passage retriever [27]. We retrieve the top 10 most relevant
paragraphs from Wikipedia, where each paragraph has an average length of 188 words. To measure the quality, we
report two metrics on our test set. The full recall measures how often the top 10 retrieved passages contain all evidence
sentences required to verify the claim, which is 81.5%; the partial recall measures how often the top 10 retrieved passages
contain at least one evidence sentence required to verify the claim, which is 93.0%.

4.4 Explanation Generation

We study two types of natural language explanations with ChatGPT: non-contrastive explanation and contrastive expla-
nation. In the Explanation and Retrieval + Explanation conditions, we generate non-contrastive explanations,
where we construct the prompt by concatenating the top 10 retrieved passages, followed by the claim to be verified,
then appending the question “Based on the evidence from Wikipedia, is the claim true? Explain in a short paragraph.” We
measure the accuracy of these explanations by manually extracting the answer (true or false) from the explanations
and comparing with the gold labels. ChatGPT-generated explanations achieve an accuracy of 78.0% (judged based on
the AI predictions only, not the reasoning processes).

In the Contrastive Explanation condition, we experiment with contrastive explanations where we prompt
ChatGPT to generate both a supporting answer and a refuting answer. Specifically, after concatenating the retrieved
passages and the claim, we append two different questions: 1) “Based on the evidence from Wikipedia, explain in a

Manuscript submitted to ACM



6 Si et al.

Fig. 2. Interface for the contrastive explanation condition. We present ChatGPT’s explanations for both sides together to encourage
more careful thinking. We also highlight all the keywords to ease reading.

short paragraph why the claim is true.” and 2) “Based on the evidence from Wikipedia, explain in a short paragraph why

the claim is false.” We then show both of these generated explanations to annotators, which functions similarly to a
single-turn debate [29].

Additionally, in the Retrieval + Explanation, we automatically insert citations to the explanation text to attribute
the arguments to corresponding retrieved passages. This is implemented by prompting ChatGPT where we provide a
manually crafted example of inserting citations into the explanations based on the retrieved passages, which has been
shown to be an effective method for enabling citations in language model generations [14].

For all cases, we ground the explanation generation on the retrieved passages. This is because grounding significantly
improves the accuracy of explanations. For example, for non-contrastive explanations, grounding improves the accuracy
from 59.5% to 78.0%. For all cases, we use a temperature value of 0 for ChatGPT generation to minimize randomness in
language generation.

4.5 Interface Design

Figure 2 shows an example user interface for the Contrastive Explanation condition. We identify keywords as the
non-stopwords in the claim and highlight them in the claims and explanations to aid reading (we also do keyword
Manuscript submitted to ACM
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highlighting in the retrieved passages in the retrieval conditions). For the retrieved paragraphs, we rank them by
relevance and only show the first paragraph in full by default and annotators can click to expand the other paragraphs.

In the task instructions, we explicitly discourage participants from searching the claims on the internet. Each
participant verifies 20 claims one by one. We provide a tutorial at the beginning of the study. We include two attention
check questions at different points in study asking participants’ selection from the most recent claim, and reject the
responses from user who fail both attention checks.

4.6 Users

We recruit participants from Prolific1 crowd-sourcing platform for our task. We recruit 16 annotators for each condition
and each annotator verifies 20 claims, resulting in 20 × 16 × 5 = 1500 annotations across all 5 conditions we have. We
compensate all annotators at least $14 per hour, as well as additional bonuses to users who perform particularly well on
the task or who have left very insightful comments as an additional incentive. Our study is approved by the University
of Maryland Institutional Review Board (IRB).
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Fig. 3. Human decision accuracy and average time spent on verifying a claim (showing average and 95% confidence interval – same
for all plots in this paper). Both retrieval and explanation significantly improve human verification accuracy, while explanation takes
a significantly shorter time than retrieval.

5 RESEARCH QUESTION 1: ARE NATURAL LANGUAGE EXPLANATIONS MORE EFFECTIVE THAN
RETRIEVED PASSAGES FOR HUMAN FACT CHECKING?

Our first research question is whether showing natural language explanation generated by ChatGPT improves human
verification better than showing retrieved passages.

5.1 Hypotheses

We formulate the following hypotheses:

• H1: Showing explanations enables users to achieve higher accuracy than not showing any evidence.
• H2: Showing explanations enables users to achieve higher accuracy than showing retrieved passages.

1https://www.prolific.com/
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Fig. 4. Human verification accuracy broken down into two subsets: examples on which the explanation gives the correct labels, and
examples on which the explanation gives the wrong labels. Humans over-rely on explanations so that they achieve significantly lower
accuracy than the baseline in the explanation condition when the explanation is wrong.

• H3: Showing explanations allows faster decision time than showing retrieved passages.

To verify our hypotheses, we compare across three conditions: the Baseline condition (showing users only the
claims); the Retrieval condition (showing the top 10 paragraphs retrieved from Wikipedia); and the Explanation
condition (showing the ChatGPT explanation along with the claim). We do not set any time limit but record the time
taken to verify each claim.

5.2 Results

Figure 3 (left) shows the AI-assisted human verification accuracy across conditions. We test the significance of our
results using Student’s t-tests with Bonferroni correction. We start with examining whether ChatGPT explanations and
retrieved passages are indeed helpful for humans.

Showing ChatGPT explanation improves human accuracy. When showing explanations to users, they achieve
the accuracy of (𝜇 = 0.74 ± 𝛼 = 0.09) as compared to the baseline condition where claims are shown without any
additional evidence (0.59 ± 0.12). The improvement in accuracy is significant (𝑧 = −4.08, 𝑝 = 0.00015), therefore
supporting H1.

Showing retrieved passages improves human accuracy.When showing retrieved passages to users, they achieve
the accuracy of (𝜇 = 0.73 ± 𝛼 = 0.12) as compared to the baseline condition where claims are shown without any
additional evidence (0.59 ± 0.12). The improvement in accuracy is significant (𝑧 = −3.15, 𝑝 = 0.0018). Now that both
ChatGPT explanation and retrieved passages help humans more accurately verify claims, we examine their comparative
advantages in both accuracy and time.

Showing ChatGPT explanation does not achieve significantly higher accuracy than showing retrieved
passages. Comparing the accuracy in the explanation condition (𝜇 = 0.74 ± 𝛼 = 0.09) and the retrieval condition
(𝜇 = 0.73 ± 𝛼 = 0.12), the improvement in accuracy is not significant (𝑧 = −0.48, 𝑝 = 0.32), therefore we could not
reject the null hypothesis for H2.
Manuscript submitted to ACM
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However, reading ChatGPT explanation is significantly faster than reading retrieved passages. We compare
the time taken to verify claims in Figure 3 (right). When verifying with retrieved passages, the time taken to verify each
claim is (2.53 ± 1.07) minutes while for the explanation condition, it takes (1.01 ± 0.45) minutes. This supports H3:
showing explanations allows significantly faster decision time than showing retrieved passages (𝑧 = −5.09, 𝑝 = 9.1𝑒 −6).

5.3 Breakdown Analysis: The Danger of Over-Reliance

While ChatGPT explanations shows promise in aiding human fact verification, the aggregate results obscures the
danger when the explanation gives wrong answers. Thus, to examine what happens in those cases, we perform break
down the analysis, manually annotating the ChatGPT explanation for each claim based on whether it gives the correct
answer (whether the claim is true or false). We then split all user responses into two subsets: ones with correct answers
from ChatGPT and ones where the ChatGPT explanation is wrong (Figure 4a and Figure 4b, respectively).

Users achieve the highest accuracy when the explanations are correct, but below-random accuracy when
the explanations are wrong.When the explanation is correct, users’ accuracy is (0.87±0.13), higher than the baseline
of having no evidence (0.61 ± 0.13) as well as the retrieval condition (0.79 ± 0.15). However, when the explanation
is wrong, users tend to over-trust the explanations and only achieve an accuracy of (0.35 ± 0.22) as compared to the
baseline condition (0.49 ± 0.24) and the retrieval condition (0.54 ± 0.26). Moreover, users spend similar time on
claims with correct and wrong explanations, further indicating that they are not deliberately differentiating correct
and wrong explanations and instead tend to trust most of the explanations. We also look at the free-form responses from
users for their decision rationales, the most common responses include: (1) ChatGPT’s explanation looks convincing,
especially with quotes from the retrieved passages (even when the quotes or reasoning are wrong); (2) They do not
have any prior knowledge on the topic so would just trust ChatGPT.

In comparison, retrieved passages suffer less from over-reliance.On examples where the ChatGPT explanations
are correct, the retrieval condition achieves the accuracy of (0.87±0.13) as compared to the baseline condition (0.79±0.15).
On examples where the ChatGPT explanations are wrong, the retrieval condition achieves the accuracy of (0.54 ± 0.26)
compared to the baseline (0.49 ± 0.24). While there is still an accuracy drop on these examples, possibly because they
are harder to verify, the performance discrepancy between the two cases (ChatGPT explanation correct vs wrong) is
much less severe in the retrieval condition. This highlights the pitfall of using ChatGPT explanation to aid helpful
verification: users over-rely on the explanations, even when they are wrong and misleading. To combat this problem,
we next explore two strategies for mitigation: contrastive explanation and combining retrieval and explanation.

6 RESEARCH QUESTION 2: CAN CONTRASTIVE EXPLANATIONS MITIGATE OVER-RELIANCE AND BE
MORE EFFECTIVE THAN NON-CONTRASTIVE EXPLANATIONS?

In this section, we study whether contrastive explanation can mitigate users’ over-reliance, especially on wrong
explanations. At the same time, since we are not directly providing the answer but rather letting users compare the two
sides and judge for themselves which explanation they prefer to trust (or neither), we hypothesize that this could lead
to a drop in accuracy on cases where the original (non-contrastive) explanation is correct. This is similar to prior work
on human judging single-turn debates between language models [29].

6.1 Hypotheses

Concretely, we aim to test the following hypotheses:
Manuscript submitted to ACM
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Fig. 5. Verification accuracy and time breakdown. Contrastive explanation achieves significantly higher accuracy than non-contrastive
explanation on examples where the non-contrastive explanation is wrong, with some drop on examples where the non-contrastive
explanation is correct.

• H4: Showing contrastive explanation enables users to achieve higher accuracy than non-contrastive explanation
on cases where the non-contrastive explanation is wrong.

• H5: Showing contrastive explanation lowers human verification accuracy on cases where the non-contrastive
explanation is correct, compared to showing non-contrastive explanation.

Apart from the three conditions from the previous section (Baseline, Retrieval, and Explanation), we additionally
compare with the Contrastive Explanation condition where we present users ChatGPT’s supporting and refuting
arguments side by side, as illustrated in Figure 2 and Figure 1.

6.2 Results

The experiment results are in Figure 5. We first compare contrastive explanation with non-contrastive explanation.
Manuscript submitted to ACM
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Contrastive explanation achieves higher human accuracy than non-contrastive explanation when the
non-contrastive explanation is wrong.When the non-contrastive explanation is wrong, humans only achieve an
accuracy of (0.35 ± 0.23) due to over-reliance, but when switching to contrastive explanation, humans achieve an
accuracy of (0.56 ± 0.24), which is significantly higher (𝑧 = −2.52, 𝑝 = 0.009). Therefore, H4 is supported. When
analyzing the free-response rationales of human judgment, the most common patterns of how people make correct
judgments based on contrastive explanations are: (1) The correct side of the explanation is more compelling or thorough;
(2) The wrong side of the explanation contains factual errors and wrong reasoning; (3) Both sides of the explanations
give the same answer (even though ChatGPT was prompted to explain why the claim is true and false in the two sides
of explanations).

However, contrastive explanation achieves lower human accuracy than non-contrastive explanation
when the non-contrastive explanation is correct. When the non-contrastive explanation is correct, humans
achieve an accuracy of (0.87 ± 0.13) as compared to contrastive explanation (0.73 ± 0.15), indicating a significant drop
(𝑧 = −2.56, 𝑝 = 0.008), which supports H5. Unlike the case in non-contrastive explanations where users can just take the
AI prediction as the answer, for contrastive explanations they have to decide between the two sides of the explanation
and choose one, which can sometimes be difficult since LLMs can generate convincing explanations even for the wrong
statements. For example, given the false claim “Joe Torre was the manager of the New York Yankees and guided the team

to four World Series championships, and ranks third all-time in MLB history with 2,326 wins as a manager.”, ChatGPT
generates the supporting explanation “Yes, the claim is true. According to the evidence from Wikipedia, Joe Torre was

the manager of the New York Yankees from 1996 to 2007. He also ranks third all-time in MLB history with 2,326 wins as a

manager.” and generates the refuting explanation “The claim is false. According to the evidence from Wikipedia, Joe Torre

was the manager of the New York Yankees and guided the team to six pennants and four World Series championships. He

ranks fifth all-time in MLB history with 2,326 wins as a manager, not third.” The fact is that Torre ranks fifth all-time in
MLB history with 2,326 wins as a manager but ChatGPT still generated a convincingly looking explanation for the
wrong side by hallucinating he ranks third all-time rather than fifth. As a result, some users were misled into the wrong
judgment. Overall, contrastive explanation shows promise in reducing over-reliance, but incurs a trade-off in accuracy
when the non-contrastive explanation is correct. Next, we also compare contrastive explanation with retrieval.

Contrastive explanation does not achieve significantly better human accuracy than retrieval. On examples
where the non-contrastive explanation is correct, providing contrastive explanation achieves the human accuracy of
(0.73 ± 0.15), lower than the accuracy in the retrieval condition (0.79 ± 0.15). On examples where the non-contrastive
explanation is wrong, providing contrastive explanation achieves the human accuracy of (0.56 ± 0.24) as compared to
the retrieval condition (0.54 ± 0.26), and the difference is not significant (𝑧 = 0.29, 𝑝 = 0.61). Therefore, we conclude
that in both cases contrastive explanations do not achieve significantly better human accuracy than retrieval, despite
the results that contrastive explanations can mitigate over-reliance as compared to non-contrastive explanations.

Apart from the above quantitative results, we alsomanually analyze the free-form responses of user decision rationales
to understand how users leverage contrastive explanations to make decisions. Users mostly base their judgment on
the relative strength of the two sides of the explanations (i.e., is the supporting or refuting explanation more
convincing) (41.8%). Example user rationales include: “The refutation seems more logically sound.” and “The support

explanation seems like it’s trying too hard to make the claim true, but the refute puts it more plain and simple and makes

more sense.” Sometimes both sides converge on the same answer (26.9%) and users would just agree with that. For
example, for the false claim “The only verified original sled prop from Citizen Kane was sold at a price of over a hundred

thousand dollars.”, users found that “Both sides acknowledge that there were more than 1 sled prop, therefore refuting the
Manuscript submitted to ACM
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claim.”, even though the ChatGPT supporting explanation said “The claim is true.” In several cases, ChatGPT would
simply say the claim is true even though we prompt it for a refuting explanation (and vice versa), giving users a clear
cue that the model could not make a strong argument for the wrong side.
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Fig. 6. Verification accuracy and time breakdown. Combining retrieval and explanation is not significantly better than just showing
retrieved passages alone.

7 RESEARCH QUESTION 3: ARE COMPLEMENTARY BENEFITS IN PRESENTING BOTH NATURAL
LANGUAGE EXPLANATIONS AND RETRIEVED PASSAGES?

In previous experiments, we showed retrieved paragraphs or natural language explanations separately to users. In this
section, we study whether there are complementary benefits in showing both retrieval and explanation at the same
time. Again, we analyze separately the examples on which the (non-contrastive) explanation is correct versus wrong.
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7.1 Hypotheses

We aim to verify the following hypotheses:

• H6: Combining retrieval and explanation gives higher accuracy than explanation alone on cases where the
explanation is correct.

• H7: Combining retrieval and explanation gives higher accuracy than explanation alone on cases where the
explanation is wrong.

• H8: Combining retrieval and explanation gives higher accuracy than retrieval alone on cases where the explana-
tion is correct.

• H9: Combining retrieval and explanation gives higher accuracy than retrieval alone on cases where the explana-
tion is wrong.

Apart from the Baseline, Retrieval, and Explanation conditions from earlier, we also comparewith the (Retrieval
+ Explanation) condition where we present both to users.

7.2 Results

Results are plotted in Figure 6 and we start by comparing whether combining explanation with retrieval is better than
explanation alone.

Combining retrieval and explanation does not achieve significantly higher accuracy than explanation
alone in cases where the explanation is correct.When the explanation is correct, users achieve the accuracy of
(0.87 ± 0.13) relying on explanations, as compared to combining both retrieval and explanation (0.87 ± 0.12). We do
not observe a significant advantage of combining retrieval and explanation in this case (𝑧 = 0.084, 𝑝 = 0.53), and so we
cannot reject the null hypothesis for H6.

Combining retrieval and explanation does not achieve significantly higher accuracy than explanation
alone in cases where the explanation is wrong either.When the explanation is wrong, users achieve the accuracy of
(0.35±0.23) in the explanation condition as compared to the combining retrieval and explanation condition (0.43±0.16).
The advantage of combining retrieval and explanation is not significant (𝑧 = −1.06, 𝑝 = 0.15) so we could not reject the
null hypothesis for H7 either. Taken together, we conclude that combining explanation and retrieval is not better than
explanation alone. Next, we compare whether combining explanation with retrieval is better than retrieval alone.

Combining retrieval and explanation does not achieve significantly higher accuracy than retrieval alone
in cases where the explanation is correct.When the explanation is correct, users achieve the accuracy of (0.79±0.15)
in the retrieval alone condition as compared to combining both retrieval and explanation (0.87 ± 0.12). There is a slight
advantage of combining retrieval and explanation in this setting but the advantage is not significant (𝑧 = −1.48, 𝑝 = 0.07),
so we could not reject the null hypothesis for H8.

Combining retrieval and explanation does not achieve significantly higher accuracy than retrieval alone
in cases where the explanation is wrong.When the explanation is wrong, users achieve the accuracy of (0.54± 0.26)
in the retrieval alone condition as compared to combining both retrieval and explanation (0.43 ± 0.16), indicating a
drop in accuracy in this case when combining retrieval and explanation. This means that combining retrieval and
explanation offers no complementary benefits compared to retrieval alone. To understand whether users indeed read
both the explanation and retrieved passages, we compare their reading time.

Combining retrieval and explanation takes longer time. In the retrieval alone condition, users take (2.5 ± 1.1)
minutes to verify a claim; in the explanation condition, users take (1.0 ± 0.4) minutes to verify a claim; in the retrieval
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+ explanation condition, users take (2.7 ± 1.0) minutes to verify a claim, indicating that combining retrieval and
explanation increases the verification time, so users indeed spend time reading the explanation and retrieved passages
in most cases. Moreover, in analyzing the free-form responses, the majority of the users base their judgment on the
retrieved passages since the ChatGPT explanations are not guaranteed to be credible, further indicating that presenting
ChatGPT explanations grounded on the retrieved passages does not really offer additional benefits than just presenting
the retrieved passages themselves. Overall, our results suggest that combining retrieval and explanation might be
redundant and inefficient.
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Fig. 7. Human confidence broken down by their correct and wrong judgments. Users are over-confident are wrong judgments.
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Fig. 8. Human accuracy broken down by retrieval recall. Human accuracy is lower when the retrieval recall is low.
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8 META-ANALYSIS

8.1 Confidence Calibration

We convert users’ confidence levels into discrete values C = {0, 0.25, 0.5, 0.75, 1.0}. Our goal is for users to have
high confidence on their correct judgments and low confidence on their wrong judgments. We plot their average
confidence on correct and wrong judgments in Figure 7. User confidence is always low in the Baseline condition,
which is reasonable since they do not have additional supporting evidence and are mostly making educated guesses. On
correct judgments, users generally have high confidence (above 0.6). However, users are over-confident are wrong
judgments, with average confidence above 0.6 as well. The Explanation and Contrastive Explanation conditions
incur lower user confidence on both correct and wrong judgments as compared to the Retrieval condition, as well
as the Retrieval + Explanation condition. Overall, these results highlight the difficulty of achieving appropriate
calibration in users’ judgments.

8.2 Impact of Retrieval Recall

In previous sections, we performed breakdown analysis based on the correctness of the explanations. In this section, we
analyze another important dimension—the retrieval recall. We split examples into two categories: the first group where
the top-10 retrieved passages contain all the necessary evidence to verify the claim (i.e., full recall = 1), and the second
group where not all evidence is retrieved within the top-10 passages (i.e., full recall = 0). We analyze how the retrieval
recall affects both the explanation accuracy as well as the human decision accuracy.

The explanation accuracy is much lower when the retrieval recall is low. Over the entire test set of 200
examples, when the full recall = 1, the explanation accuracy is 80.4%; when the full recall = 0, the explanation accuracy
is 67.6%. This indicates that retrieval quality has a high impact on the explanation accuracy, which in turn affects human
decision accuracy.

Human decision accuracy is much lower when the retrieval recall is low. Human decision accuracy broken
down by retrieval recall is plotted in Figure 8. In all cases (apart from the Baseline condition where users do not see
any evidence), the human decision accuracy is lower when the full retrieval recall is 0, sometimes it is lower than the
case of full recall = 1 by large margins, e.g., in the Retrieval condition and the Retrieval + Explanation condition.

8.3 When Do Users Disagree with Explanations

We manually analyze the free-form responses provided by the users as their decision rationales. We first categorize
these rationales in each condition and perform manual coding to quantitatively measure the frequency of each category
of rationales. We analyze in what cases would users choose to disagree with the answers given by ChatGPT, and we
break it down into the following two questions:

(1) How do users make the correct decision when the explanations are wrong?

• In the Explanation condition, most users rely on self-contradiction in the ChatGPT explanations (40.7%). For
example, given the true claim “Charles Evans Hughes shuffled off this mortal coil in Massachusetts, and then was

taken to New York to be submerged in soil.”, ChatGPT generates the explanation “The claim is false. According to

the information provided, Hughes died in Osterville, Massachusetts, and was interred at Woodlawn Cemetery in

the Bronx, New York City.” where the explanation actually supports the claim despite it saying the claim is false.
Users did manage to catch this: “The explanation sounds like it’s actually agreeing with the claim.” and made the
correct judgment.
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• In the Retrieval + Explanation condition, users mostly rely on information from retrieved passages (63.5%)
and occasionally based on ChatGPT’s self-contradiction (15.9%), e.g., users responded “I made the judgment by

summarizing the highlighted areas in the passages.”

The remaining less common cases are mostly based on personal knowledge or guesses.
(2) When do users make wrong judgments even when the explanations give correct answers?

• In the Explanation condition, most users rely on personal knowledge or guess (46.4%) and sometimes because
the explanations have wrong or poor-quality reasoning (25.0%). For example, one user responded “I once took a

tour of Alcatraz and I believe I remember this as being true.” to the claim “Within Alcatraz was a music room where

inmates could be rewarded for positive behaviors with playing time.” which is in fact false.
• In the Retrieval + Explanation condition, users mostly misinterpreted the evidence (38.1%) or there was just
insufficient evidence (28.6%) and they had to make educated guesses. For example, to the false claim “The Bee

Gees went on tour eleven times.”, one user responded: “The articles mention mostly their songs and a couple tours. I

didn’t find anything about 11 tours, just a couple of them. It was mainly songs I saw.” and they judged the claim to
be true even though the ChatGPT explanation is correct: “Based on the evidence from Wikipedia, the claim that

the Bee Gees went on tour eleven times is not supported. The evidence mentions several tours that the Bee Gees went

on, including the 2 Years On Tour, Trafalgar Tour, Mr. Natural Tour, Main Course Tour, Children of the World Tour,

Spirits Having Flown Tour, One for All World Tour, High Civilization World Tour, and One Night Only World Tour.

However, the evidence does not provide information about any additional tours beyond these mentioned. Therefore, it

cannot be concluded that the Bee Gees went on tour eleven times based on the evidence provided.”

9 SUMMARY OF KEY FINDINGS AND FUTURE DIRECTIONS

Our human studies highlight the false promise of using natural language explanation produced by ChatGPT to aid
human fact checking. In particular, humans over-rely on explanations even when they are wrong, making human
accuracy worse than showing retrieval or the baseline of not even showing any evidence. In attempts to combat
over-reliance, contrastive explanation mitigates users’ over-reliance on wrong explanations, while combining retrieval
and explanation does not achieve significant complementary improvement. Overall, neither of these two approaches
significantly outperforms the retrieval baseline.

Our results highlight the need for better methods for combatting over-reliance on explanations. Future work could
explore how to customize the best sets of evidence for different users in different conditions [2, 12], and how to
strategically combine retrieval and explanation so that they can actually complement each other in both accuracy and
efficiency. For instance, when the explanation is likely to be correct, we can show users the explanation; but when the
explanation is likely to be wrong, we should prioritize showing users the raw retrieved passages. This also requires
better uncertainty estimation or calibration to help users identify AI mistakes [36, 37, 40].
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